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MULTIMODAL	CYCLIC	TRANSLATION	NETWORK (MCTN)OVERVIEW

STATE-OF-THE-ART	PREDICTION RESULTS

Bimodal Cyclic Translations
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• Our approach: Found in Translation

Traditional Methods
Visual Modality

Today was a great day!
Language Modality

Joint Representation

Sentiment Prediction

• Traditional approaches

� Forward	translation	loss

� Cycle	consistent	loss	

� Prediction	loss	

ABLATION	STUDY

MCTN:
With cycle consistent loss

3 modalities

Only language modality required at test time!

Both modalities required at test time!
Sensitive to missing/noisy visual modality.

MCTN uses only language modality at test time!

EMBEDDED	REPRESENTATION	WITH	t-SNE

1. Use language as source modality
2. Use cyclic translations
3. Share parameters in seq2seq models

MCTN:
With cycle consistent loss

2 modalities

MCTN:
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2 modalities
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Robust Representation Learning

“This	is	unbelievable!”

Speaker’s	behaviors

Loud

la
ng

ua
ge

vi
su

al
ac

ou
st

ic

multimodal
representation

prediction
noisy/missing 

at test time

Source  

Target 

Seq2Seq

Forward
Translation

Forward
Translation

 Backward 
Translation 

Backward 
Translation 

Sentiment

Sentiment 
Prediction 

1

23

4

5

Encoder RNN

Decoder RNN

Embedded Representation Prediction RNN


